Preface

Here are the solutions to the practice problems for my Calculus I notes. Some solutions will have more or less detail than other solutions. The level of detail in each solution will depend up on several issues. If the section is a review section, this mostly applies to problems in the first chapter, there will probably not be as much detail to the solutions given that the problems really should be review. As the difficulty level of the problems increases less detail will go into the basics of the solution under the assumption that if you’ve reached the level of working the harder problems then you will probably already understand the basics fairly well and won’t need all the explanation.

This document was written with presentation on the web in mind. On the web most solutions are broken down into steps and many of the steps have hints. Each hint on the web is given as a popup however in this document they are listed prior to each step. Also, on the web each step can be viewed individually by clicking on links while in this document they are all showing. Also, there are liable to be some formatting parts in this document intended for help in generating the web pages that haven’t been removed here. These issues may make the solutions a little difficult to follow at times, but they should still be readable.

Newton’s Method

1. Use Newton’s Method to determine \( x_2 \) for \( f(x) = x^3 - 7x^2 + 8x - 3 \) if \( x_0 = 5 \)

Step 1
There really isn’t that much to do with this problem. We know that the basic formula for Newton’s Method is,

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}
\]

so all we need to do is run through this twice.

Here is the derivative of the function since we’ll need that.

\[
f'(x) = 3x^2 - 14x + 8
\]

We just now need to run through the formula above twice.

Step 2
The first iteration through the formula for $x_1$ is,

$$x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = 5 - \frac{f(5)}{f'(5)} = 5 - \frac{-13}{13} = 6$$

Step 3
The second iteration through the formula for $x_2$ is,

$$x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} = 6 - \frac{f(6)}{f'(6)} = 6 - \frac{9}{32} = 5.71875$$

So, the answer for this problem is $x_2 = 5.71875$.

Although it was not asked for in the problem statement the actual root is 5.68577952608963. Note as well that this did require some computational aid to get and it not something that you can, in general, get by hand.

2. Use Newton’s Method to determine $x_2$ for $f(x) = x \cos(x) - x^2$ if $x_0 = 1$

Step 1
There really isn’t that much to do with this problem. We know that the basic formula for Newton’s Method is,

$$x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}$$

so all we need to do is run through this twice.

Here is the derivative of the function since we’ll need that.

$$f'(x) = \cos(x) - x \sin(x) - 2x$$

We just now need to run through the formula above twice.

Step 2
The first iteration through the formula for $x_1$ is,
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\[ x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = 1 - \frac{f(1)}{f'(1)} = 1 - \frac{-0.4596976941}{-2.301168679} = 0.8002329432 \]

Don’t forget that for us angles are always in radians so make sure your calculator is set to compute in radians.

Step 3
The second iteration through the formula for \( x_2 \) is,

\[ x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} = 0.8002329432 - \frac{f(0.8002329432)}{f'(0.8002329432)} \]

\[ = 0.8002329432 - \frac{-0.08297883948}{-1.478108132} = 0.7440943985 \]

So, the answer for this problem is \[ x_2 = 0.7440943985 \].

Although it was not asked for in the problem statement the actual root is 0.739085133215161. Note as well that this did require some computational aid to get and it not something that you can, in general, get by hand.

3. Use Newton’s Method to find the root of \( x^4 - 5x^3 + 9x + 3 = 0 \) accurate to six decimal places in the interval \([4, 6]\).

Step 1
First, recall that Newton’s Method solves equation in the form \( f(x) = 0 \) and so it is (hopefully) fairly clear that we have,

\[ f(x) = x^4 - 5x^3 + 9x + 3 \]

Next, we are not given a starting value, \( x_0 \), but we were given an interval in which the root exists so we may as well use the midpoint of this interval as our starting point or, \( x_0 = 5 \). Note that this is not the only value we could use and if you use a different one (which is perfectly acceptable) then your values will be different from those here.

At this point all we need to do is run through Newton’s Method,
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\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \]

until the answers agree to six decimal places.

Step 2
The first iteration through the formula for \( x_1 \) is,

\[ x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = 5 - \frac{48}{134} = 4.641791045 \]

Step 3
The second iteration through the formula for \( x_2 \) is,

\[ x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} = 4.641791045 - \frac{8.950542057}{85.8591882} = 4.537543959 \]

We’ll need to keep going because even the first decimal is not correct yet.

Step 4
The second iteration through the formula for \( x_3 \) is,

\[ x_3 = x_2 - \frac{f(x_2)}{f'(x_2)} = 4.537543959 - \frac{0.6329967413}{73.85993168} = 4.528973727 \]

At this point we are accurate to the first decimal place so we need to continue.

Step 5
The second iteration through the formula for \( x_4 \) is,

\[ x_4 = x_3 - \frac{f(x_3)}{f'(x_3)} = 4.528973727 - \frac{0.00406613305}{72.91199944} = 4.52891796 \]

At this point we are accurate to 4 decimal places so we need to continue.

Step 6
The second iteration through the formula for \( x_5 \) is,
At this point we are accurate to 8 decimal places which is actually better than we asked and so we can officially stop and we can estimate that the root in the interval is,

\[ x \approx 4.52891796 \]

Using computational aids we found that the actual root in this interval is 4.52891795729. Note that this wasn’t actually asked for in the problem and is only given for comparison purposes.

4. Use Newton’s Method to find the root of \( 2x^2 + 5 = e^x \) accurate to six decimal places in the interval \([3, 4]\).

Step 1
First, recall that Newton’s Method solves equation in the form \( f(x) = 0 \) and so we’ll need move everything to one side. Doing this gives,

\[ f(x) = 2x^2 + 5 - e^x \]

Note that we could have just as easily gone the other direction. All that would have done was change the signs on the function and derivative evaluations in the work below. The final answers however would not be changed.

Next, we are not given a starting value, \( x_0 \), but we were given an interval in which the root exists so we may as well use the midpoint of this interval as our starting point or, \( x_0 = 3.5 \). Note that this is not the only value we could use and if you use a different one (which is perfectly acceptable) then your values will be different that those here.

At this point all we need to do is run through Newton’s Method,

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \]

until the answers agree to six decimal places.

Step 2
The first iteration through the formula for \( x_1 \) is,
Step 3
The second iteration through the formula for $x_2$ is,

$$x_2 = x_1 - \frac{f(x_1)}{f''(x_1)} = 3.310862334 - \frac{0.4851319992}{-14.16530146} = 3.276614422$$

We’ll need to keep going because even the first decimal is not correct yet.

Step 4
The second iteration through the formula for $x_3$ is,

$$x_3 = x_2 - \frac{f(x_2)}{f''(x_2)} = 3.276614422 - \frac{0.0135463486}{-13.37949281} = 3.275601951$$

At this point we are accurate to two decimal places so we need to continue.

Step 5
The second iteration through the formula for $x_4$ is,

$$x_4 = x_3 - \frac{f(x_3)}{f''(x_3)} = 3.275601951 - \frac{0.00001152056596}{-13.356740003} = 3.275601089$$

At this point we are accurate to 6 decimal places which is what we were asked to do and so we can officially stop and we can estimate that the root in the interval is,

$$x \approx 3.275601089$$

Using computational aids we found that the actual root in this interval is $3.27560108884732$. Note that this wasn’t actually asked for in the problem and is only given for comparison purposes and it does look like Newton’s Method did a pretty good job as this is identical to the final iteration that we did.
5. Use Newton’s Method to find all the roots of \( x^3 - x^2 - 15x + 1 = 0 \) accurate to six decimal places.

Hint: Can you use your knowledge of Algebra to determine how many roots this equation should have? Maybe a graph of the function could also be useful for this problem.

Step 1
First, recall that Newton’s Method solves equation in the form \( f(x) = 0 \) and so it is (hopefully) fairly clear that we have,

\[
f'(x) = 3x^2 - 2x - 15 + 1 = 3x^2 - 2x - 14
\]

Next, we are not given a starting value, \( x_0 \) and unlike Problems 3 & 4 above we are not even given an interval to use as a way to determine a good possible value of \( x_0 \). We are also not even told how many roots we need to find.

Of course, if we recall our Algebra skills we can see that we have a cubic polynomial and so there should be at most three distinct roots of the equation (there may be some that repeat and so we may not have three distinct roots…). Knowing this all we really need to do to get potential starting values is to do a quick sketch of the function.

In determining a proper range of \( x \) values just keep in mind what we know about limits at infinity. Because the largest power of \( x \) is odd in this case we know that as \( x \to \infty \) the graph should also be approaching positive infinity and as \( x \to -\infty \) the graph should be approaching negative infinity. So, we can start with a large range of \( x \)'s that gives the behavior we expect at the right/left ends of the graph and then narrow it down until we see the actual roots showing up on the graph.

Doing this gives,
So, it looks like we are going to have three roots here (\( i.e. \) the graph crosses the \( x \)-axis three times and so three roots…).

For each root we’ll use the graph to pick a value of \( x_0 \) that is close to the root we are after (we’ll go from left to right for the problem) and then run through Newton’s Method,

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}
\]

until the answers agree to six decimal places.

Note as well that unlike Problems 3 & 4 we are not going to put in all the function evaluations for this problem. We’ll leave that to you to check and verify our final answers for each iteration.

Step 2
For the left most root let’s start with \( x_0 = -3.5 \). Here are the results of iterating through Newton’s Method for this root.

\[
\begin{align*}
x_1 &= x_0 - \frac{f(x_0)}{f'(x_0)} = -3.443478261 & \text{No decimal places agree} \\
x_2 &= x_1 - \frac{f(x_1)}{f'(x_1)} = -3.442146902 & \text{Accurate to two decimal places} \\
x_3 &= x_2 - \frac{f(x_2)}{f'(x_2)} = -3.44214617 & \text{Accurate to six decimal places}
\end{align*}
\]

So, it looks like the estimate of the left most root is: \( x \approx -3.44214617 \).

Step 3
For the middle root let’s start with \( x_0 = 0 \). Be careful with this root. From the graph we may be tempted to just say the root is zero. However, as we’ll see the root is not zero. It is close to zero, but is not exactly zero!

Here are the results of iterating through Newton’s Method for this root.
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\[ x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = 0.0666666667 \quad \text{No decimal places agree} \]

\[ x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} = 0.06639231824 \quad \text{Accurate to three decimal places} \]

\[ x_3 = x_2 - \frac{f(x_2)}{f'(x_2)} = 0.06639231426 \quad \text{Accurate to eight decimal places} \]

So, it looks like the estimate of the middle root is: \( x \approx 0.06639231426 \).

Step 4
For the right most root let’s start with \( x_0 = 4.5 \). Here are the results of iterating through Newton’s Method for this root.

\[ x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = 4.380952381 \quad \text{No decimal places agree} \]

\[ x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} = 4.375763556 \quad \text{Accurate to one decimal place} \]

\[ x_3 = x_2 - \frac{f(x_2)}{f'(x_2)} = 4.375753856 \quad \text{Accurate to four decimal places} \]

\[ x_4 = x_3 - \frac{f(x_3)}{f'(x_3)} = 4.375753856 \quad \text{Accurate to nine decimal places} \]

So, it looks like the estimate of the right most root is: \( x \approx 4.375753856 \).

Step 5
Using computational aids we found that the actual roots of this equation to be,

\[ x = -3.4421461699 \quad x = 0.0663923142603 \quad x = 4.37575385567 \]

Note that these weren’t actually asked for in the problem and are only given for comparison purposes.

As a final warning about Newton’s Method, be careful to not assume that you’ll get six (or better in some cases) decimal places of accuracy with just a few iterations.
These problems were chosen with the understanding that it would only take a few iterations of the method. There are problems and/or choices of $x_0$ for which it will take significantly more iterations to get any kind of real accuracy, provided the method even works for that equation and/or choice of $x_0$. Recall that we saw an example in the notes in which the method failed spectacularly.

6. Use Newton’s Method to find all the roots of $2 - x^2 = \sin(x)$ accurate to six decimal places.

Hint: Can you use your knowledge what the graph of the left side and right side of this equation to determine how many roots this equation should have? Maybe a graph of the functions on the left and right side could also be useful for this problem.

Step 1
First, recall that Newton’s Method solves equation in the form $f(x) = 0$ and so we’ll need move everything to one side. Doing this gives,

$$f(x) = 2 - x^2 - \sin(x)$$

Note that we could have just as easily gone the other direction. All that would have done was change the signs on the function and derivative evaluations in the work below. The final answers however would not be changed.

Next, we are not given a starting value, $x_0$ and unlike Problems 3 & 4 above we not even given an interval to use as a way to determine a good possible value of $x_0$. We are also not even told how many roots we need to find.

So to estimate the number of roots of the equation let’s take a look at each side of the equation and realize that each root will in fact be the point of intersection of the two curves on the left and right of the equal sign.

The left side of the original equation is a quadratic that will have its vertex at $x = 2$ and open downward while the right side is the sine function. Given what we know of these two functions we should expect there to be at most two roots where the quadratic, on its way down, intersects with the sine function. Because the quadratic will never turn around and start moving back upwards it should never intersect with the sine function again after those points.

So, let’s graph both the quadratic and sine function to see if our intuition on this is correct. Doing this gives,
So, it looks like we guessed correctly and should have two roots here.

For each root we’ll use the graph to pick a value of \( x_0 \) that is close to the root we are after (we’ll go from left to right for the problem) and then run through Newton’s Method,

\[
   x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}
\]

until the answers agree to six decimal places.

Note as well that unlike Problems 3 & 4 we are not going to put in all the function evaluations for this problem. We’ll leave that to you to check and verify our final answers for each iteration.

Also note that the analysis that we had to do to estimate the number of roots is something that does need to be done for these kinds of problems and it will differ for each equation. However, if you do have a basic knowledge of how most of the basic functions behave you can do this for most equations you’ll be asked to deal with.

Step 2
For the left most root let’s start with \( x_0 = -1.5 \). Here are the results of iterating through Newton’s Method for this root.
\begin{align*}
    x_1 &= x_0 - \frac{f(x_0)}{f'(x_0)} = -1.755181948 & \text{No decimal places agree} \\
    x_2 &= x_1 - \frac{f(x_1)}{f'(x_1)} = -1.728754674 & \text{Accurate to one decimal place} \\
    x_3 &= x_2 - \frac{f(x_2)}{f'(x_2)} = -1.728466353 & \text{Accurate to three decimal places} \\
    x_4 &= x_3 - \frac{f(x_3)}{f'(x_3)} = -1.728466319 & \text{Accurate to seven decimal places}
\end{align*}

So, it looks like the estimate of the left most root is \( x \approx -1.728466319 \).

Step 3
For the right most root let’s start with \( x_0 = 1 \). Here are the results of iterating through Newton’s Method for this root.
\begin{align*}
    x_1 &= x_0 - \frac{f(x_0)}{f'(x_0)} = 1.062405571 & \text{No decimal places agree} \\
    x_2 &= x_1 - \frac{f(x_1)}{f'(x_1)} = 1.061549933 & \text{Accurate to two decimal places} \\
    x_3 &= x_2 - \frac{f(x_2)}{f'(x_2)} = 1.061549775 & \text{Accurate to six decimal places}
\end{align*}

So, it looks like the estimate of the right most root is \( x \approx 1.061549775 \).

Step 5
Using computational aids we found that the actual roots of this equation to be,
\begin{align*}
    x &= -1.72846631899718 \\
    x &= 1.06154977463138
\end{align*}

Note that these weren’t actually asked for in the problem and are only given for comparison purposes.

As a final warning about Newton’s Method, be careful to not assume that you’ll get six (or better in some cases) decimal places of accuracy with just a few iterations.
These problems were chosen with the understanding that it would only take a few iterations of the method. There are problems and/or choices of $x_0$ for which it will take significantly more iterations to get any kind of real accuracy, provided the method even works for that equation and/or choice of $x_0$. Recall that we saw an example in the notes in which the method failed spectacularly.